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ABSTRACT: Despite a recent resurgence of observational studies attempting to quantify the ice-induced attenuation of
ocean waves in polar oceans, the physical processes governing this phenomenon are still poorly understood. Most analyses
have attempted to relate the spatial rate of wave attenuation to wave frequency, but have not considered how this relation-
ship depends on ice, wave, and atmospheric conditions. An in-depth analysis of the wave-buoy data collected during the
2017 Polynyas, Ice Production, and Seasonal Evolution in the Ross Sea (PIPERS) program in the Ross Sea is conducted.
Standard techniques are used to estimate the spatial rate of wave attenuation a, and the influence of a number of potential
physical drivers on its dependence on wave period T is investigated. A power law is shown to consistently describe the
a(T) relationship, in line with other recent analyses. The two parameters describing this relationship are found to depend
significantly on sea ice concentration, mean wave period, and wind direction, however. Looking at cross correlations
between these physical drivers, three regimes of ice-induced wave attenuation are identified, which characterize different
ice, wave, and wind conditions, and very possibly different processes causing this observed attenuation. This analysis sug-
gests that parameterizations of ice-induced wave decay in spectral wave models should be piecewise, so as to include their
dependence on local ice, wave, and wind conditions.

SIGNIFICANCE STATEMENT: This work attempts to quantify how ice, wave, and wind conditions in polar oceans
affect the way that ocean waves decay as a result of their interactions with sea ice. In situ wave data collected in the
Ross Sea are analyzed along with several freely available ice, wave, and wind datasets. A simple relationship is shown
to describe how wave attenuation due to sea ice depends on the wave period consistently across all data analyzed. How-
ever, the parameters of this relationship are significantly affected by sea ice concentration, mean wave period, and wind
direction. This finding suggests that large-scale wave models need to account for this dependence on ice, wave, and
wind conditions to improve wave forecast in ice-covered oceans.
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1. Introduction

The Southern Ocean has experienced the most intense
changes in ocean wave activity resulting from the observed
increase in extreme weather events caused by climate change
(Young et al. 2011; Young and Ribal 2019). As the frequency
and magnitude of large wave events continue to grow under
projected climate change scenarios (Meucci et al. 2020), it has
been conjectured that sea ice morphology will be increasingly
affected by the climatology of ocean waves at high latitudes
(Kohout et al. 2014). Both the growth and melt seasonal sea
ice cycles are impacted by local wave conditions, e.g., as pan-
cake ice is more likely to form in a wavy sea (Shen et al. 2001;
Roach et al. 2018c; Nose et al. 2021), while wave-induced sea
ice breakup magnifies the thawing rate of the ice cover in

spring and summer (Bennetts et al. 2017; Roach et al. 2018b,
2019). The outer band of the ice cover where ocean waves
and sea ice dynamics are strongly coupled is referred to as the
marginal ice zone (MIZ).

In turn, the extent to which sea ice dynamics respond to
changes in wave conditions depends significantly on how
quickly wave energy attenuates with distance from the ice
edge in the MIZ. This spatial rate of ice-induced wave attenu-
ation is understood to be governed by (i) a conservative multiple
scattering process (Montiel et al. 2016) and (ii) a collection of
dissipative physical processes, e.g., under-ice turbulence and
overwash (e.g., Voermans et al. 2019; Nelli et al. 2020).
Despite a recent explosion of research in the modeling and
observation of these phenomena (Squire 2020), much remains
to be understood with regards to their relative importance as
a function of ice and wave conditions. Using spectral wave
modeling, Ardhuin et al. (2020) argue that dissipation caused
by anelastic ice deformations dominates over other processes
in explaining the observed attenuation of significant wave
height in the Ross Sea winter MIZ. In particular, these
authors suggest attenuation caused by scattering in a broken
ice field is negligible, as long-crested, low-frequency waves
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travel nearly unaffected by the presence of sea ice under such
conditions, confirming similar earlier findings in the Arctic
Ocean (Ardhuin et al. 2016). However, the spatial rate of
wave energy attenuation, usually referred to as the attenua-
tion coefficient and denoted by a(T), depends on the wave
period T, so that different mechanisms are likely to govern
attenuation in different spectral bands of the wave spectrum,
with scattering only important at short wave periods.

Field work conducted in the 1970s and 1980s by the Scott
Polar Research Institute in the Arctic Ocean showed that the
wave energy spectrum E(T) decays exponentially with dis-
tance from the ice edge x say, i.e., E(T) ∝ exp[2a(T)x]
(Squire and Moore 1980; Wadhams et al. 1988). These obser-
vations consistently show a decreases with increasing T values
over a spectral range covering mid- to long wave periods, i.e.,
T�10s. At shorter periods, the so-called rollover effect is
observed in the data, whereby a reaches a maximum at a
wave period typically between 5 and 10 s and then decreases
with decreasing T values. Although the decreasing trend of
a(T) can be understood in the context of both scattering the-
ory (Montiel et al. 2016) and effective viscous media theory
(Mosig et al. 2015; Meylan et al. 2018), the rollover effect is
more puzzling and only speculative explanations of the physi-
cal mechanism describing this feature, e.g., local wind wave
generation or nonlinear wave–wave interaction (Li et al.
2017), have been proposed. That is, until the recent study by
Thomson et al. (2021), who demonstrated using simulated
wave spectra that a low signal-to-noise ratio at low wave peri-
ods results in a negative bias in the estimated attenuation
coefficient in this wave period range. This suggests that the
rollover is an artifact of the instrument noise and subsequent
data analysis as opposed to an emergent property of physical
processes. This finding also suggests that the relationship
between a and wave period T can be parameterized in a sim-
ple way.

A power-law relationship of the form a ∝ T2b, with b . 0,
has been proposed to describe the spectral dependence of the
attenuation coefficient. A number of observational studies
found this relationship fits attenuation data reasonably well in
both the Southern and Arctic Oceans [see Meylan et al.
(2018) and Rogers et al. (2021) for an extensive survey]. What
is more, the power parameter b seems to be consistently
bounded between 2 and 4, and to hold for a range of ice con-
ditions, including pancake ice, array of broken ice floes or
continuous pack ice. Two key questions naturally arise from
these observations: (i) how does this simple relationship
emerge from the underlying physical processes governing ice-
induced wave attenuation and (ii) how does the parameter b
depend on observable quantities describing the state of the
wave/ice system (ice concentration, thickness, wave height,
etc.)? Although question (i) largely remains unanswered,
Meylan et al. (2018) showed how such a power-law emerges
from the dispersion relation of several homogenized visco-
elastic layer models in some asymptotic limits, noting the
large variance of the power b (between 3 and 11). They also
showed that a desired integer b value can be obtained within
this modeling framework by choosing an energy-loss mecha-
nism adequately, which potentially opens the door to

understand the physics of ice-induced wave attenuation bet-
ter. Very little has been done to address question (ii), which is
the focus of our investigation. In particular, we seek to
explore the extent to which a number of observable physical
drivers affect the power-law relationship between a and T.

The dataset collected during the Polynyas, Ice Production,
and Seasonal Evolution in the Ross Sea (PIPERS) expedition
is analyzed here. Fourteen drifting wave buoys were deployed
in the 2017 austral autumn (April–June), with the goal of bet-
ter understanding wave attenuation in the MIZ during the ice
growth season. Buoys remained active for up to 6 weeks,
therefore making this dataset, to the authors’ knowledge, the
largest one ever in terms of the number of wave spectra
recorded in the MIZ. Kohout et al. (2020) gave a comprehen-
sive description of the PIPERS deployment and analyzed the
attenuation rate of the frequency-integrated significant wave
height. They found that their estimated attenuation rates are
positively correlated to ice concentration and negatively cor-
related to peak wave period. The spectral dependence of the
attenuation coefficient has also been quantified in a subse-
quent analysis of a subset of the full PIPERS dataset (Rogers
et al. 2021). In that study, the authors estimated the attenua-
tion coefficient using the model inversion technique intro-
duced by Rogers et al. (2016). Specifically, a regional
configuration of WAVEWATCH III (WW3), using a nested
grid in the region of the deployment and boundary forcing
from a global model hindcast, was used to simulate the trans-
port of phase-averaged wave spectra during the period of
interest. The inversion procedure then consists of optimizing
the attenuation coefficient for each frequency bin that best
fits the spectrum recorded by a wave buoy, assuming it is
constant between the ice edge and the buoy. This method dif-
fers from the more traditional approach to estimate the atten-
uation coefficient using exponential decay curves fitted
through the spectra of buoy pairs. There are advantages and
drawbacks with each method. For instance, the model inver-
sion method makes several nonvalidated assumptions related
to the form of the source terms in WW3 (e.g., linear scaling
by ice concentration), while the buoy pair fitting method
assumes stationary wave conditions for each attenuation esti-
mate and requires knowledge of direction of wave propaga-
tion, which can be difficult to estimate. Here, we use the latter
of the two methods. Efforts are made throughout the paper to
discuss the impact of the assumptions on the results.

Our goal is to quantify the influence of wave, ice, and atmo-
spheric observable physical drivers on the attenuation coeffi-
cient. These drivers are ice concentration, significant wave
height and peak wave period, wind speed, and wind direction.
The variable conditions during which the PIPERS dataset was
collected allows us to explore meaningfully the impact of
these quantities on the attenuation coefficient and its spectral
dependence. Rogers et al. (2021) also considered the influ-
ence of ice concentration, ice thickness, distance to the ice
edge and significant wave height. They found a strong positive
correlation between a(T) and thickness, and also distance to
the ice edge (the too latter quantities clearly not being inde-
pendent), a weak positive correlation between a(T) and con-
centration, and a strong negative correlation between a(T)
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and significant wave height. They also fitted several power-
law curves through the a(T) curves, but did not investigate
the effect of physical drivers on the power parameter b. Our
analysis therefore extends that of Rogers et al. (2021) as we
seek to characterize the effect of potential physical drivers
(including some not considered by these authors, e.g., wind)
on the power-law relationship describing the dependence of a
on T, and identify possible multiple regimes of wave attenua-
tion in the MIZ depending on wave, ice and wind conditions.

2. Wave and ice observations

During the PIPERS voyage, 14 drifting Waves In Ice
Observation Systems (WIIOS) buoys were deployed in the
ice-covered Ross Sea to measure ocean wave spectra in the
MIZ under a growing autumn ice regime. Each buoy captured
11 min of wave data every 15 min, and returned an average
power spectral density (PSD) S(f) (measured in m2 Hz21)
every quarter of an hour through spectral analysis (see
Kohout et al. 2020). Wave direction was not recorded by the
WIIOS buoys, so the PSD is only a function of wave fre-
quency f in each 15-min time period. The time evolution of
the buoy positions and sea ice concentration (retrieved from
NSIDC passive microwave satellite data; see section 3c and
Peng et al. 2017; Meier et al. 2017) in the deployment area are
shown in the animation provided in the online supplemental
material.

Four buoys were first deployed along a 100-km-long south-
ward transect as the ship entered the MIZ on 21 and 22 April
2017, in a sector approximately located at 698–708S and
171.58–1728E. During this deployment (later referred to as
west deployment), two of the buoys only provided data for a
few days, while the other two survived for several weeks.

Figure 1 (bottom-left panel) shows the evolution of the aver-
age ice concentration around the buoys (blue line) and the
average significant wave height (SWH) Hs recorded by the
buoys (solid red line) during this deployment. Several moder-
ate wave events were recorded in the early days of the deploy-
ment with average SWH peaking at 1–2 m, while ice
concentration was 0.6–0.7. From 4 May onward, a significant
freeze up event consolidated the ice cover in the sector where
the two remaining buoys were located. In the following
weeks, the buoys recorded low wave activity, likely due to the
growing ice attenuating south-traveling waves, despite the
fact the two buoys drifted north during that period (see
supplemental material). This is consistent with WW3 hindcast
data (multigrid global run using version 4.15 with NCEP wind
and ice concentration forcing; see dotted red line in Fig. 1),
which show low to moderate wave conditions (Hs , 4 m) con-
sistently in the Western Ross Sea during that period. We note
that Rogers et al. (2021) did not consider wave data from the
west deployment in their analysis.

As the ship left the ice, 10 more buoys were deployed on
2–4 June 2017 along a 250-km-long transect approximately
located at 678–69.38S and 1848E (later referred to as the east
deployment). The GPS on one buoy failed prior to deploy-
ment and so its record is excluded from the analyzed dataset.
Six of the nine buoys survived at least three weeks and four
survived over a month. Average ice concentration and signifi-
cant wave height during the east experiment are shown in
Fig. 1 (bottom right panel). The average concentration
steadily decreased from approximately 1 to 0.6 during the
month of June, which can be explained by the buoys drifting
north while the ice experienced a significant retreat event (see
supplemental material). Several large wave events were

FIG. 1. (top) Time-period spectrograms of the attenuation coefficient averaged over all available buoy pairs on successive 4-h time win-
dows. (bottom) Time series of the average ice concentration (blue solid curve), and average SWHs measured by the active buoys in the
MIZ (solid red curves) and by WW3 hindcast data in the open ocean, directly north of the region where the buoys are located (red dotted
curve). Left and right pairs of panels correspond to west and east deployment data, respectively.
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recorded in that period with average SWH between 2 and
4 m, and one wave event late June reaching an average SWH
of approximately 6.3 m. These can be associated with seven
very large wave events in June captured by the WW3 hindcast
data with SWH 6–9 m. It is likely that winds associated with
the storms causing these wave events, and possibly the waves
themselves, are responsible for the observed ice retreat. From
late June onward, sea ice rapidly grew coinciding with calmer
wave conditions.

In situ visual observations of ice thickness, concentration,
ice type and floe size were performed along the ship track fol-
lowing the Antarctic Sea Ice Processes and Climate
(ASPeCT) protocol. Visual estimates and ice cores, where
possible, were collected to measure the thickness of each ice
floe hosting a wave buoy.

3. Analysis

a. Spectral filtering

As shown in section 2, wave buoys recorded spectra that
span a wide range of wave conditions, including large wave
events and very calm seas. Thomson et al. (2021) showed that
low-energy spectral components recorded by accelerometers,
as is the case for the present buoys, are easily polluted by a
nonuniform noise level which depends on frequency as f24.
Although open ocean spectra commonly have a high-frequency
spectral tail following this same power-law dependence,
wave spectra measured in ice-covered oceans often exhibit a
steeper tail, so that there exists a frequency fcut, such that for
f . fcut the noise level in the recorded spectra is larger than
the true PSD. Although the high noise-to-signal ratio at high
frequencies has little effect on frequency-averaged spectral
metrics, e.g., the SWH, Thomson et al. (2021) showed that
it affects measurements of frequency-dependent wave atten-
uation in ice-covered seas by creating a spurious rollover
effect, whereby the rate of exponential attenuation decreases
with frequency as f. fcut.

Since our goal is to analyze the frequency dependence of
wave attenuation rates, we devised a method to identify fcut
for each spectrum and filter out recorded spectral components
for f . fcut. Our method is similar to that described by Rogers
et al. (2021). For each buoy, the nine deciles of the SWH data
are computed to bin the spectra into 10 groups with similarHs

values. The cutoff frequency fcut for all the spectra in each
group is then identified manually by looking for a change of
slope in the mean spectrum of that group. Figure 2 outlines
the cutoff procedure for a single buoy that was part of the
east deployment. The mean spectrum for each decile group is
shown and fcut is chosen at the slope change-points, such that
for f . fcut (dotted lines) the spectral tail nearly follows the
expected f24 frequency dependence caused by the instrument
noise. These high-frequency tails are filtered out for all subse-
quent analyses.

b. Attenuation coefficient

Following standard wave data analysis techniques in the
MIZ (see, e.g., Meylan et al. 2014), we quantify the

attenuation experienced by each component of the wave
spectrum by making the following assumptions: (i) wave
energy attenuates exponentially with distance traveled and
(ii) for each 15-min period, wave conditions are stationary.
The rate of exponential wave energy attenuation at wave
period T = 1/f, referred to as the attenuation coefficient, is
defined for each pair of buoys i and j as

a T( ) � ln Si T( )[ ]
2 ln Sj T( )[ ]
Di;j

; (1)

where Si(T) and Sj(T) are the PSD values of the two buoys in
a given 15-min period, such that buoy i is located upstream in
the direction of propagation of the wave at wave period T and
buoy j is located downstream.

The quantity Di,j in Eq. (1) is the effective separation
between the two buoys measured along the incident wave
direction. Since wave direction was not recorded by the
buoys, we assume that all waves travel on an idealized north-
to-south transect, which is consistent with most previous stud-
ies (see, e.g., Meylan et al. 2014). We will discuss how this
choice of wave direction impacts attenuation estimates later
in section 5b.

During both deployments, the buoys drifted from their ini-
tial meridionally spread configuration to a predominantly zon-
ally spread configuration, as discussed by Kohout et al.
(2020). As the angle between the buoys and the estimated
incident wave direction, denoted by urel, increases from 08
(i.e., when the buoys are at the same longitude) up to 6908
(when the buoys are at the same latitude), the uncertainty on
the estimated attenuation rate increases as |tanurel|, which is
singular in the latter configuration. It is in fact straightforward
to show that Da = a|tanurel|Durel, where Da and Durel are

FIG. 2. Average PSD in 10 groups of spectra recorded by a single
buoy (part of the east deployment), and sorted according to SWH
deciles (colored curves). The solid part of each curve corresponds
to the nonfiltered part of all spectra in the associated group, while
the dashed part is filtered out. The figure uses a log–log scale. For
reference, a curve with frequency dependence f24 is shown in solid
black.
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absolute uncertainty estimates. Setting an exclusion criterion
such that all attenuation coefficient measurements for which
|urel| , umax, for some prescribed umax, are excluded from the
analysis can mitigate this effect. However, in the context of
the present deployments where the buoys are predominantly
spread zonally, choosing umax to be too low will eliminate the
vast majority of all attenuation coefficient measurements.
Here we set umax = 758. At this maximum angle, the relative
uncertainty Da/a = 100% when the absolute uncertainty
Durel = 158.

c. Ice conditions

The NOAA/NSIDC merged Climate Data Record of Pas-
sive Microwave Sea Ice Concentration version 3 (Peng et al.
2017; Meier et al. 2017) was used to estimate daily ice concen-
tration changes on a polar stereographic grid with 25-km spa-
tial resolution. For each buoy pair and 15-min observation
period, sea ice concentration in the area of the buoys is esti-
mated as the mean concentration in a domain bounded in lati-
tudes by the location of the buoys and in longitudes by the
location of the buoys plus half a degree in each direction.

We also use the in situ ASPeCt data collected during each
buoy deployment to estimate the ice conditions in the vicinity
of each buoy. To use these pointwise measurements in con-
junction with wave attenuation data, we assume that the ice
conditions observed at each deployment hold for a period of
24 h post deployment.

d. Wind conditions

ERA5 reanalysis 10-m wind data (Hersbach et al. 2018) are
analyzed to understand the impact of local wind on observed
wave attenuation rates in the MIZ. The eastward and north-
ward components of the wind velocity vector are given on a
0.258 3 0.258 global grid. We combine them into a 2-norm
(Euclidean) wind speed metric and a wind direction metric
[see section 4b(3)].

4. Results

With all the filters described in section 3, we obtain 55 398
and 190684 attenuation coefficient measurements for the
west and east deployment, respectively. Of all these, 6.8%
and 6.4% are negative for the two deployments, respectively,
corresponding to wave growth events. Given the small pro-
portion of observed wave growth events, we exclude them
from all subsequent analyses.

a. Attenuation as a function of period

The top panels in Fig. 1 show time-period spectrograms of
the attenuation coefficient averaged over all available buoy
pairs in successive 4-h time windows. The range of wave peri-
ods considered is T = 4–25 s. For the west deployment (left
panel), attenuation data were obtained for the first 8 days
only. After that time, two of the four buoys deployed failed,
as discussed in section 2, and the two remaining buoys were
too zonally spread to pass the exclusion criterion urel , umax.
During these eight days, the average sea ice concentration did
not exhibit significant changes, with 0.7 # c # 0.8. Similarly,

the wave conditions remained fairly uniform and calm with an
average measured SWH of 1 m or less. It is unfortunate that
the significant freeze up event that took place after 27 April
and the large wave event of 2 May was not included in the
observational attenuation dataset, but relaxing further the
exclusion criterion on urel is not advisable given the fast
increase of the uncertainty on the estimated attenuation rates
as umax approaches 908.

The observed attenuation coefficient consistently exhibits a
peak at a wave period in the range 8–10 s. Although this peak
coincides with the high-frequency cutoff discussed in
section 3a in some time intervals, in other intervals, attenua-
tion decreases for short periods showing that the spectral fil-
tering may not have been sufficiently conservative to
eliminate consistently the spurious high-frequency/short-
period rollover effect. In the second half of the 8-day record,
we also observe an increase in the attenuation coefficient at
long wave periods, which is not consistent with the expected
decreasing trend of the attenuation coefficient with increasing
wave period (Meylan et al. 2018). This effect has been
observed previously by Wadhams et al. (1988), who attributed
it to the large noise-to-signal ratio in the short-period, low-
energy tail of the recorded spectra.

The east deployment (right panel) returned significantly
more attenuation data, as more buoys survived longer. The
cutoff wave period seems to be somewhat correlated to ice
concentration and SWH, which is expected given the rela-
tively smaller signal-to-noise ratio of low-energy spectra
which are more likely to be observed in highly concentrated
sea ice. Up to 14 June, when the mean ice concentration was
relatively high (i.e., c . 0.8), the cutoff period was approxi-
mately 12 s in calm conditions (Hs , 1 m) and 10 s during the
three wave events on 7, 9, and 11 June for which Hs . 1 m.
During each of these wave events, the attenuation coefficient
seems to increase in all wave period bands, suggesting a non-
linear dependence of attenuation rates on wave energy.

In the following 12 days, the buoys drifted north and ice
retreated, causing the concentration to decrease (c , 0.8) and
the recorded waves to be of moderate energy with Hs . 1 m
consistently during this period. As a consequence, the cutoff
wave period was at 5 s, allowing us to analyze the short-period
behavior of ice-induced wave attenuation rates. During that
period, we observe peaks in attenuation at about 6 s and again
at about 13 s, which is highly unusual and suggests that differ-
ent modes of attenuation were observed here, possibly
depending on the wave and ice conditions. Around 26 June,
sea ice retreat in the sector of the east deployment (discussed
in section 2), coinciding with an extremely large wave event
(Hs . 7 m in the open ocean and Hs . 5 m in the MIZ),
proved fatal for several buoys. Only four buoys remained
active after that event and were too zonally spread to return
meaningful attenuation data. We note that during that
extreme event attenuation rates seem to decrease, which is
inconsistent with the behavior observed during the three
events prior to 14 June (discussed previously), further rein-
forcing that there is a nontrivial dependence of attenuation
rates on SWH. In the first week of July, two of the four buoys
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briefly realigned meridionally and provided more attenuation
data as the sea ice expanded and wave activity was low.

Figure 3 quantifies the dependence of the attenuation coef-
ficient on wave period. All attenuation observations are
binned into integer wave periods, i.e., T = 4, 5, 6, etc. For each
wave period bin, the data are displayed in the form of a stan-
dard box-and-whisker plot (see top panels). The number of
data points in each bin Np is also shown in the bottom panels.
For the west deployment (left panels), the median attenuation
coefficient in each bin (red bar) decreases as wave period
increases in a broad swell period range, i.e., 7 # T # 21 s.
Interestingly, no rollover is observed at short wave periods
here, even though some evidence it could be present was seen
in the spectrogram of Fig. 1. For longer waves, i.e., T . 21 s,
the attenuation coefficient seems to become nearly indepen-
dent of wave period or slightly increases with it.

Overall, the dependence of the attenuation coefficient on
wave period observed using west deployment data is fairly
consistent with previous studies (e.g., Meylan et al. 2014;
Rogers et al. 2021). In line with these studies, we fit an empiri-
cal power law to the median attenuation coefficient as a func-
tion of wave period. This takes the form

a T( ) � CT2b; (2)

where C and b are positive constants to be determined. In the
wave period range 7 # T # 21 s, removing the influence of
the nearly constant attenuation at long wave periods, standard
least squares fitting gives b ≈ 2.0, which is on the lower end of
values reported in the literature. Plotting a as a function of T

on a log–log scale (see Fig. 5, black dashed line on left panel),
however, we observe clear deviations from the power law for
short and long wave periods. Restricting the power-law fit to
the wave period range T = 10–16 s, we obtain b ≈ 2.5, which is
now consistent with most previous estimates (seeMeylan et al.
2018; Montiel et al. 2018).

The right panels of Fig. 3 display the attenuation data asso-
ciated with the east deployment. The two peaks identified
previously in the spectrogram (see Fig. 1, top-right panel),
clearly emerge in the median estimates of the attenuation
coefficients as a function of wave period, with a local maxi-
mum at T = 11–12 s and the global maximum at T = 6 s.
Although the local maximum at T = 11–12 s could be attrib-
uted to experimental uncertainty, we hypothesize here that
this feature can be understood as a rollover peak of a long-
period attenuation regime. In section 4b we attempt to disen-
tangle the a(T) behavior observed in Fig. 3 by associating its
short-period and long-period features to different regimes of
wave and ice conditions. As a consequence, we do not attempt
to fit a power law through the curve at this stage. We note that
the number of observations at short wave periods, i.e., T # 10
s, is significantly smaller than for longer periods, corresponding
to a wider spread of attenuation rate estimates and therefore a
larger uncertainty. The long-period tail (i.e., T . 20 s) of the
median attenuation coefficient estimates also tends to plateau,
which is consistent with our observations on west deployment
data. Superimposing the median curves obtained for the two
deployments (not shown here) actually shows that the long-
period behavior is remarkably similar in magnitude as well,

FIG. 3. (top) Box-and-whiskers plots of the attenuation coefficient as a function of wave period, binned into groups centered at integer
values of the period in the range 5 # T # 25 s. (bottom) Number of attenuation coefficient estimates Np in each period bin. Left and right
pairs of panels correspond to west and east deployment data, respectively.
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with the median attenuation rates obtained for the two deploy-
ments nearly coinciding in the regime T $ 12 s. Interestingly
our attenuation estimates in this long-period range are gener-
ally larger in magnitude compared to those obtained by Rogers
et al. (2021) for the same deployment. Under certain condi-
tions, however, e.g., high concentration, small waves and thick
ice, attenuation estimates are more in line with those of Rogers
et al. (2021, their Figs. 6 and 7). Given that the same dataset
was used in both studies, the discrepancy likely originates from
the methods of analysis used. For instance, Rogers et al.
excluded contributions from non-ice sources/sinks, e.g., wind
input, to estimate attenuation rates, while our analysis considers
the collective contribution of all physical processes involved in
causing the observed attenuation. Quantitative comparisons of
the two methods to explain the discrepancy is left for future
work.

b. Effect of ice, wave, and wind conditions

1) ICE CONCENTRATION

Figure 4 shows the distribution of measured attenuation
coefficients in ice concentration bins of width 0.05 (measured
using the method discussed in section 3c) for both the west
and east deployments (left and right panels, respectively).
During the west deployment, attenuation data were obtained
for a restricted range of concentrations (0.6 # c # 0.9), with
the most common data (∼69%) in the range 0.75 # c # 0.85.
During the east deployment, a much broader range of ice con-
centrations were encountered (0.4 # c # 1), although more
than half were captured for ice concentration c ≈ 0.95 and
three-quarters for 0.9 # c # 1. This dominant ice condition

can be explained by the fact that the buoys have been
deployed relatively far from the ice edge in a closed pack. As
the buoys later drifted north toward the ice edge, a few of
them failed and the others shifted to a predominantly zonally
spread configuration (as discussed in section 3b), for which
attenuation estimates were excluded.

The most striking feature in Fig. 4 is the lack of a simple
pattern describing the effect of sea ice concentration on wave
attenuation rates. More specifically, the attenuation coeffi-
cient does not seem to increase with ice concentration. If any-
thing, the data show an inverse relationship, although it is not
a significant effect. We also looked at how attenuation rates
depend on the mean distance of the buoys to the ice edge
dedge and the effective distance between the buoys Di,j as
these quantities are strongly correlated to ice concentration.
The decreasing trend of a with respect to both dedge andDi,j is
confirmed (see Figs. S1 and S3 in the online supplemental
material, respectively). The dependence of a(T) on these
quantities is also shown in Figs. S2 and S4.

To understand better how ice concentration affects attenua-
tion in different parts of the wave spectrum, we further bin
the attenuation data in each concentration bin into the wave
period groups considered in section 4a. Figure 5 shows the
median attenuation coefficient as a function of wave period
for different ice concentration regimes. A log–log scale is
used here to show the power law dependence discussed previ-
ously. For the west deployment (left panel), the decrease in
attenuation rates with ice concentration can be observed
across the entire range of wave periods. At low concentration
(i.e., c # 0.7), we observe a rollover peak at T = 8 s, above
which the attenuation coefficient seems to depend on period

FIG. 4. (top) Box-and-whiskers plots of the attenuation coefficient as a function of sea ice concentration, binned into groups centered at
integer multiples of 0.05 in the range 0 # c # 1. (bottom) Number of attenuation coefficient estimates Np in each ice concentration bin.
Left and right pairs of panels correspond to west and east deployment data, respectively.
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via a power law, up to T = 16 s. For longer wave periods, the
attenuation plateaus or even increases slightly. The same
qualitative behavior is seen for the other concentration bins,
although the plateauing seems to shift to longer wave periods
for higher ice concentrations. We will later argue that this
observed feature is likely to be an artifact due to the limita-
tions of our approach to estimate attenuation rates at long
wave periods. We can, however, fit a power law of the form
given by Eq. (2) for each ice concentration band in a limited
range of wave periods. The results of this procedure are sum-
marized in Table 1. The power parameter b seems to decrease
with concentration.

For the east deployment, two different regimes of attenua-
tion seem to emerge, i.e., for short and long wave periods.
Attenuation rates for short periods, i.e., up to approximately
10 s, were measured almost exclusively at low ice concentra-
tion (i.e., c # 0.8). A power-law fit in the period range
6 # T # 10 s for c # 0.8 gives b ≈ 3.0. This regime captures
attenuation close to the ice edge, where relatively low-concen-
tration sea ice quickly dampens the short-period components
of the spectrum due to scattering and other dissipation mecha-
nisms (Squire and Montiel 2016). Deeper into the MIZ, these

components are essentially removed from the recorded spec-
tra, so that attenuation of long-period components (i.e.,
T $ 12 s) only can be measured. Similarly to the west deploy-
ment, we observe an inverse relationship between attenuation
rates and ice concentration in this regime. Power-law fits in
each concentration band give very similar estimates for the
parameter b (see Table 1), suggesting that the same dissipa-
tion processes cause the observed damping.

2) SIGNIFICANT WAVE HEIGHT AND MEAN PERIOD

Figures 6 and 7 show attenuation rate data binned by SWH
and mean wave period, respectively. For each attenuation
rate estimate, the SWH and mean period are computed as the
arithmetic mean of those quantities for the two buoys
involved. The mean wave period for each buoy i, in each
15-min observation window, is defined as

Tm �

� fmax

fmin

Si f( )df
� fmax

fmin

Si f( )f df
:

TABLE 1. Power-law parameter b fitted to a(T) curves for each deployment and ice concentration bin. The corresponding range of
wave periods on which the fit was achieved is also indicated in each case.

West deployment East deployment

0 , c # 0.7 0.7 , c # 0.8 0.8 , c # 0.9 0 , c # 0.7 0.7 , c # 0.8 0.8 , c # 0.9 0.9 , c # 1

b 2.8 2.3 1.4 3.0 1.8 1.7 1.8
Period range (s) [8, 16] [9, 19] [9, 21] [6, 10] [12, 18] [12, 20] [12, 20]

FIG. 5. Median value of the attenuation coefficient binned by ice concentration and wave period, as a function of wave period, and plot-
ted on a log–log scale (colored curves with markers). The corresponding curve obtained when combining all concentration bins is shown as
a dashed black line. (a) West and (b) east deployment data.
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As discussed previously, very calm wave conditions were
encountered during the west deployment with SWH well
below 2 m for most of the buoy pairs used to compute attenu-
ation rates (see Fig. 6, left panels). The median attenuation
rate increases nearly monotonically with SWH in this range of
SWHs, which is sensible given that energetic wave events are
more likely to contain short-period spectral components,

which attenuate faster, than calmer events. This claim is fur-
ther reinforced by inspecting the dependence of attenuation
rates on the mean wave period (see Fig. 7, left panels), which
shows attenuation rates monotonically decreasing as the
mean period increases. We note that a similar dependence of
attenuation rates on SWH was reported by Meylan et al.
(2014).

FIG. 6. As in Fig. 4, but with attenuation coefficients binned by SWHHs.

FIG. 7. As in Fig. 4, but with attenuation coefficients binned by mean wave period Tm.
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The broader range of wave conditions observed during the
east deployment (see Figs. 6 and 7, right panels) show that
attenuation rates do increase with SWH up to 3–4 m, but then
monotonically decrease for larger wave events, noting that sig-
nificantly less data were recorded in this latter regime. The
small-wave behavior (i.e., Hs , 3 m say) can be explained by
the relatively lower short-period spectral content of smaller
waves, which have already been filtered out through ice-
induced attenuation. Therefore, in this regime, increasing wave
heights means steeper waves and stronger attenuation, which is
consistent with Meylan et al. (2014) and Toffoli et al. (2015).
For large wave events (i.e., Hs . 4 m say) which have not been
significantly affected by the presence of sea ice, e.g., close to the
ice edge, the SWH increases with the mean period (note that
Hs ∝ T2

m for a Pierson–Moskowitz spectrum), so that the short-
period content of larger wave events is relatively lower than
that of smaller wave events. Given these two extreme behav-
iors, the observed peak in attenuation rates forHs ≈ 3 m can be
expected. The near-monotonic decrease of attenuation rates
with mean wave period (see Fig. 7) confirms that the magnitude
of ice-induced wave attenuation is primarily governed by the
short-period spectral content of those waves.

In Fig. 8, the median attenuation coefficient is plotted as a func-
tion of wave period for four different wave regimes. The results
of the power-law fit for each case are summarized in Table 2. The

left panel considers the west deployment, for which we look at
the influence of SWH and mean wave period combined. The
majority of the attenuation data were obtained for Hs # 1 and
Tm # 14 s. In this case, the a(T) curve (solid blue line with circle
markers) nearly matches that obtained when considering all
attenuation data measured during the west deployment. A
power-law fit in the period range T = 9–16 s gives b ≈ 2.8, which
is slightly higher than that obtained with all the data. For larger
waves (Hs. 1 m), while keeping Tm # 14 s, the magnitude of the
attenuation coefficient increases across all wave periods, noting a
strong rollover for T , 9 s and again for T . 16 s. In the
T = 9–16 s range, however, the power-law fit yields b ≈ 3.2, which
is similar to that obtained for small waves. This suggests that
SWH causes the a(T) curve to shift upward, without significant
changes to its slope. Now looking at small waves (Hs , 1 s) with
larger mean wave period (Tm . 14 s), we observe a downward
shift of the a(T) curve, along with a significant decrease of the
slope in the power-law relationship (b , 2). Note that no attenua-
tion data were obtained whenHs. 1 and Tm . 14 s.

The right panel of Fig. 8 shows median a(T) curves obtained
when the east deployment attenuation data are grouped accord-
ing to their location in the (Hs, Tm) plane. For Tm # 14 s, we
observe a strong influence of the SWH with attenuation rates
consistently higher in magnitude for smaller wave events (i.e.,
Hs # 4 m) than for larger wave events across the range of wave

FIG. 8. As in Fig. 5, but with attenuation coefficients binned by SWH Hs and mean wave period Tm (four groups), instead of
concentration.

TABLE 2. As in Table 1, but for attenuation data grouped into SWH/mean wave period bins.

West deployment East deployment

Hs # 1 m Hs . 1 m Hs # 1 m Hs # 4 m Hs . 4 m Hs # 4 m Hs . 4 m
Tm # 14 s Tm # 14s Tm . 14 s Tm # 14 s Tm # 14 s Tm . 14 s Tm . 14 s

b 2.8 3.2 1.8 2.8 3.1 1.7 X
Period range (s) [9, 16] [9, 16] [9, 21] [6, 10] [6, 10] [13, 20] X
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periods. Power-law fits for T = 6–10 s give b ≈ 2.8 and 3.1,
respectively (see Table 2), which are similar values to those
found using west deployment attenuation data for Tm # 14 s.
We note, however, that the range of wave periods used for the
fit is different. For Tm . 14 s, we observe much less influence of
the SWH on the attenuation rates. It should be noted that over
80% of the east deployment attenuation data were recorded in
this regime for Hs # 4 m. In this case, we see evidence of the
spurious rollover effect for T, 12 s and T. 24 s. A power-law
fit for T = 13–20 s gives b ≈ 1.7 (see Table 2), which is similar to
the value obtained in this regime using west deployment data.
The data obtained for the large wave events (Tm . 14 s and
Hs . 4 m) only represent 0.25% of all east deployment attenua-
tion rate estimates. Although the corresponding a(T) in
Fig. 8 follows a similar pattern as that obtained for Hs # 4 m,
the plateauing a values for T . 16 s does not allow us to fit a
meaningful power law through the data.

3) WIND SPEED AND DIRECTION

We now turn our attention to the effect of wind speed and
direction on observed attenuation rates. Given the wind
velocity vector (u, y), where u and y are the zonal and meridi-
onal components, respectively, we define wind speed Vwind as
the Euclidean 2-norm of the vector, i.e., Vwind = (u2 1 y2)1/2.
Wind direction is quantified by the normalized meridional
component of the wind vector, i.e., ỹ � y=Vwind ∈ 21;1[ ],
where ỹ � 21 and ỹ � 1 correspond to northerly and south-
erly winds, respectively. Figures 9 and 10 show the attenua-
tion rate estimates binned by Vwind and ỹ, respectively. Again,
the arithmetic mean of these quantities for the two buoys
involved is used here. For both deployments, we observe a
general increase of the attenuation rates with increasing wind

speed. West deployment data indicate a gradual increase,
while east deployment data seem to show an abrupt increase
at Vwind ≈ 10 m s21, so that attenuation rates are nearly cons-
tant for smaller and larger wind velocities. Note that the num-
ber of attenuation rate estimates for high wind speeds is much
smaller than for low and midrange wind speeds.

Some effect of wind direction can also be observed on atten-
uation rate data (see Fig. 10). Specifically, we can see that atten-
uation rates are positively correlated with the normalized
meridional wind component ỹ. This is consistent for both
deployments. Although wind-induced wave generation in ice-
covered sea is poorly understood, this effect intuitively makes
sense, as northerly dominant winds (ỹ , 0) should reinforce
south-traveling waves propagating in the same direction. Con-
versely, southerly dominant winds (ỹ . 0) are expected to
induce a resistive stress on south-traveling waves, therefore
causing an apparent increase in wave attenuation. Although
during the west deployment no specific wind conditions seem
to dominate, southerly dominant winds were clearly more prev-
alent during the east deployment (see lower panels in Fig. 10).

Figure 11 shows median attenuation rates as a function of
wave period for different wind regimes and both deploy-
ments. Six wind regimes are considered here, i.e., calm wind
(Vwind # 5 m s21), intermediate wind (5 , Vwind # 10 m s21)
and strong wind (Vwind . 10 m s21), for both northerly dominant
and southerly dominant wind directions. For any given wind
speed regime, we observe consistently larger attenuation rates for
southerly dominant wind conditions. Interestingly, this magnifica-
tion does not seem to affect any preferred band of wave periods.
The influence of wind speed on attenuation rates, if any, is harder
to decipher. Stronger winds do not seem to be consistently associ-
ated with larger attenuation rates and do not affect specific wave

FIG. 9. As in Fig. 4, but with attenuation coefficients binned by wind speed Vwind.

MON T I E L E T A L . 899MAY 2022

Brought to you by UNIVERSITY OF OTAGO | Unauthenticated | Downloaded 04/25/22 10:03 PM UTC



period bands. As a consequence, there is no real advantage in fit-
ting power laws to the different a(T) curves here.

5. Discussion

a. Drivers of a(T)

In the previous section, we have identified three important
physical drivers of ocean wave attenuation in the MIZ: (i) ice

concentration, (ii) mean wave period, and (iii) wind direction.
Specifically, the attenuation rate a seems to be inversely cor-
related to concentration, which also affects the power-law
relationship a ∝ T2b with b ∼ 3 at low concentration and
b , 2 at high concentration. We also observed an inverse cor-
relation between the attenuation rate and mean wave period,
such that b ∼ 3 for Tm , 14 s and b , 2 for Tm . 14 s. Finally,
wind direction significantly affects the magnitude of wave
attenuation, with northerly dominant and southerly dominant

FIG. 10. As in Fig. 4, but with attenuation coefficients binned by normalized meridional wind component ỹ.

FIG. 11. As in Fig. 5, but with attenuation coefficients binned by wind speed Vwind and normalized meridional wind component ỹ
(six groups), instead of concentration.
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winds reducing and increasing attenuation, respectively, but
without significant effects on its power-law relationship to
wave period. Our analysis suggests that ice, wave, and wind
conditions all play a significant role in explaining observed
wave attenuation rates in the MIZ.

To understand these relationships in more depth, we look
at the correlation between sea ice concentration and mean
wave period. Figure 12a shows the corresponding scatter-
plot for all attenuation coefficient estimates, for both the
west and east deployments (squares and pluses, respec-
tively). We observe a clear positive correlation between sea
ice concentration and mean wave period overall. Careful
inspection of the plot reveals that east deployment data are
clustered into two clearly separated groups in the (c, Tm)
plane. The first group, referred to as regime 1 (R1), is
located on the lower-left region of the plane, and can be
approximately defined by 0.35 # c # 0.7 and 10 # Tm # 14 s
(see blue box). The second group, referred to as regime 3
(R3), is located on the mid-/upper-right region of the plane.
Excluding extreme Tm values, we define this regime by
0.85 # c # 1 and 14 , Tm # 20 s (see green box). Interest-
ingly, these two disjoint clusters are bridged by the west
deployment data, which we use to define regime 2 (R2),
such that 0.65 # c # 0.9 and 12 , Tm # 17 s (see red box).
Note that although R2 intersects both R1 and R3, only west
deployment data are used to define it, while only east
deployment data are used to define the two latter regimes,
so no attenuation measurements belong to more than one
regime. We also note that this clustering accounts for

approximately 88% of the east deployment data and 86% of
the west deployment data.

The marker color in Fig. 12a quantifies the attenuation
coefficient of each measurement. Overall, larger attenuation
coefficient values seem to be observed in R1 and R2 than in
R3, noting that the sample size is much smaller in these two
former regimes than in the latter one. To decipher the regime
dependence of attenuation coefficient estimates, in Fig. 12b
we plot the median attenuation rate as a function of wave
period for all three regimes, further binning the data into
northerly dominant (ỹ # 0) and southerly dominant (ỹ . 0)
wind directions. We observe that the short-period rollover
nearly disappears, as it can only be observed in R1 (with
ỹ . 0) for T , 6 s, and in R3 for T , 13 s. For long wave peri-
ods, however, we observe a clear trend reversal and deviation
from the power law, which is likely caused by the low signal-
to-noise ratio in the underlying spectra. As in section 4, we fit
power-law relationships of the form (2) to each curve in a lim-
ited range of T values. The results of the fit are summarized in
Table 3. For each regime, we also include the mean and stan-
dard deviations of the SWH Hs and the distance to the ice
edge dedge. Full distributions of these quantities and a few
others are shown in Figs. S5–S7.

We observe a clear effect of the ice and wave conditions on
the power-law fit, as the slope (governed by b) clearly decreases
as the ice concentration and mean period increase (i.e., going
from R1 to R3). The wind direction, on the other hand, does
not affect the slope but causes a vertical shift of the a(T) curve
such that northerly dominant winds consistently magnify the

FIG. 12. (a) Scatterplot of all attenuation coefficient estimates (circle and plus markers correspond to west and east deployment data,
respectively) in the c – Tm plane. The color of each marker describes the magnitude of the corresponding attenuation coefficient. The three
rectangular regions labeled R1, R2, and R3, identify the three regimes of ice-induced wave attenuation discussed in the text. (b) Median
attenuation coefficient in each wave period bin, as a function of wave period, for attenuation data in the three regimes (blue, red and green
for R1, R2, and R3, respectively) and further grouped into wind direction bins (dashed and solid curves correspond to southerly dominant,
ỹ . 0, and northerly dominant, ỹ , 0, wind conditions, respectively).
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attenuation coefficient at all wave periods. Our analysis also
suggests that attenuation rates are largest in magnitude in
regime R2, which consists of midrange values of the ice concen-
trations and mean wave periods, and relatively calm wave con-
ditions. This finding deviates from the results of Rogers et al.
(2021), who found a positive (but weak) correlation between
attenuation rates and ice concentration for the PIPERS data.
These authors only used a subset of the data we analyzed, how-
ever, as they only considered the east deployment (R1 and R3
for us). Comparing these two regimes is difficult for us as the T
range of validity of the power-law fits do not overlap. Extrapo-
lating, however, does seem to suggest that a more concentrated
ice cover attenuates waves more at a given period, which would
be consistent with the conclusion of Rogers et al. (2021).

Although ice concentration is not sufficient to fully characterize
the state of an ice field, our findings suggest a nonlinear depen-
dence of attenuation rates on ice concentration. Most large-scale
modeling studies (typically using WW3) parameterize ice-induced
wave attenuation with a source term that is proportional to ice
concentration (see, e.g., Liu et al. 2020). Our analysis suggests a

less trivial picture, in which ice concentration, mean wave period,
and wind direction, at the very least, must be considered, with
varying effects on different spectral bands. Therefore, we recom-
mend that future empirical models of ice-induced wave attenua-
tion should be piecewise and multiparametric.

b. Buoys zonal spread and incident wave direction

In section 3b, we introduced an exclusion criterion for buoy
pairs with relative angle urel between the buoys and the inci-
dent wave direction exceeding umax = 758. We chose this maxi-
mum angle to include a large number of attenuation
coefficient measurements a in the dataset analyzed in section 4
while limiting the relative uncertainty on a caused by the
uncertainty on the incident wave direction, which is assumed
to be constant and directly south. We now evaluate the sensi-
tivity of our findings on umax.

Table 4 summarizes the results of the power-law fits on
a(T) (as in Table 3) for the three cutoff angles umax = 608, 458,
and 308. The corresponding scatterplots in the (c, Tm) plane
and a(T) curves are shown in Figs. S8 and S9. As expected

TABLE 3. Power-law fit parameters b and C on the a(T) curves shown in Fig. 12b for the three identified regimes of wave
attenuation and both northerly dominant and southerly dominant wind conditions. For each regime, the mean and standard
deviation (STD) of the significant wave height and distance to the ice edge are indicated as references.

R1 R2 R3

ỹ # 0 ỹ . 0 ỹ # 0 ỹ . 0 ỹ #0 ỹ . 0

b 2.9 2.9 2.0 2.0 1.5 1.5
lnC 23.9 23.1 24.4 24.1 26.3 25.7
T range [5, 11] [6, 11] [7, 20] [7, 20] [13, 21] [12, 23]
No. of attenuation estimates 538 9951 13 461 12 722 32 286 80 875

Hs (mean; m) 5.5 0.5 0.6
Hs (STD; m) 1.4 0.2 0.7
dedge (mean; km) 40 65 129
dedge (STD; km) 14 21 52

TABLE 4. As in Table 3, but for three different values of the cutoff angle umax.

R1 R2 R3

ỹ # 0 ỹ . 0 ỹ # 0 ỹ . 0 ỹ # 0 ỹ . 0

umax = 608
b 3.2 3.0 1.9 1.9 1.5 1.6
lnC 23.3 23.5 24.9 24.8 26.4 25.5
T range [5, 11] [5, 10] [7, 21] [10, 21] [13, 21] [12, 21]
N 454 1415 9835 6562 29 999 71 301

umax = 458
b } } 1.8 1.7 1.5 1.6
lnC } } 25.4 25.4 26.4 25.7
T range } } [10, 21] [10, 20] [12, 21] [12, 21]
N 0 0 6718 3814 24 638 44 228

umax = 308
b } } 1.5 1.6 1.5 1.5
lnC } } 26.3 26.0 26.7 26.2
T range } } [9, 21] [10, 21] [12, 21] [12, 21]
N 0 0 3555 1627 19 687 26 072
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the number of attenuation estimates decreases significantly
with umax. In fact for umax # 458, no attenuation measure-
ments in regime 1 were obtained. Overall, decreasing umax has
little effect on the slope b of the power-law fit but it seems to
cause a small downshift in the magnitude of the attenuation
coefficient at all wave periods, similar to that caused by the
wind direction.

The downshift of a for decreasing umax can be explained
by examining regime 2. In that case, the parameter b shifts
from approximately 2 to 1.5 as umax decreases from 758 to
308. As this happens, attenuation coefficient measurements
at the lower end of the Tm and c ranges in R2 are gradually
filtered out, so that most attenuation estimates obtained for
umax = 308 coincide in the (c, Tm) plane with R3, for which
ice concentration and mean wave period are higher. The
parameters of the power-law fit for R2 when umax = 308 are
even very similar to those obtained for R3. This suggests
that decreasing umax tends to favor high-concentration ice
conditions deeper into ice pack, i.e., where the buoys were
originally deployed approximately along a north–south tran-
sect. There, short-period waves have already been filtered
out (i.e., Tm is relatively large) and wave attenuation rates
are smaller. This further reinforces our earlier finding that
the magnitude of a(T) does not trivially depend on ice con-
centration, as a clearly shows a decreasing trend for high ice
concentration.

The uncertainty on the relative angle between the incident
wave direction and the buoys, denoted in section 3b by Durel,
is entirely dependent on that of the incident wave direction.
As discussed earlier and in Kohout et al. (2020), wave direc-
tion was not recorded by the buoys during this deployment.
We attempted to correct for this lack of information by ana-
lyzing the hindcast WW3 wave data in the open ocean region
just north of the ice edge. The full directional spectrum was
not available in the dataset considered (only mean direction
uin and directional spread sin were available), so we used the
following procedure to estimate incident wave direction in
each frequency bin: (i) average uin and sin in the open water
region north of the deployments, (ii) construct the Gaussian
distribution N u in, s in

2
( )

, and (iii) for each attenuation esti-
mate, choose the incident wave direction by randomly sam-
pling this Gaussian distribution and computing the effective
separation between buoys along that direction Di,j, accord-
ingly. Unfortunately, this procedure resulted in a majority of
negative a values, i.e., wave growth events, in all wave period
bins which is not realistic. A second simpler method was also
used in which the incident wave direction was set to the mean
wave direction extracted from WW3 data for all frequencies
and buoy pairs at each time step. This second approach did
not improve the wave growth issue and therefore motivated
our choice to assume waves traveling on a north-to-south
transect, for which the number of wave growth events is much
more reasonable. We have, however, estimated the sensitivity
of our results to small perturbations on the incident wave
direction (see Fig. S10 and Tables S1 and S2). We find that
although the magnitude of the attenuation rates does depend
on wave direction [which is simply a consequence of varying
Di,j in Eq. (1)], the separation of the three regimes identified

in section 5a is preserved and the parameter b of the power
law fit in each regime is nearly unchanged.

Our analysis highlights the severe limitation of conducting
in situ wave attenuation measurements in the MIZ with a
large number of buoys and without recording wave direction.
Drifting buoys are highly likely to lose their postdeployment
alignment along a north–south transect quickly, in which case
the uncertainty on wave attenuation rate measurements
increases quickly with the uncertainty on the incident wave
direction. This significantly limits the time window in which
meaningful attenuation rates can be measured. Future experi-
mental programs similar to PIPERS need to improve their
capability in measuring wave direction.

c. Other limitations

In section 4, we conducted a correlation analysis of wave
attenuation coefficients against wave, ice and wind drivers. It
is important to point out that the remote sensing and hindcast
data products used in this analysis have known biases and
uncertainty, which could partly influence our conclusions. For
instance, Roach et al. (2018a) showed that observational sea
ice concentration products have significant variability depend-
ing on the algorithm used to analyze remote sensing satellite
data. This is especially true when concentration is high, i.e.,
c . 0.8, which is the predominant ice regime observed during
the PIPERS program. Clustering our wave attenuation esti-
mates into the three regimes discussed in section 5a, where
ice concentration ranges are relatively wide, partially limits
the effect of this uncertainty. WW3 wave data and ERA5
wind data are both based on model outputs, so that their reli-
ability is limited by the fidelity of the physics used in the mod-
els. For instance, the version of WW3 that is used to produce
open-water wave metrics near the ice edge does not model
wave reflection by the ice edge. Again, this uncertainty is
unlikely to have a significant effect on our analysis, given that
the bins used to group the independent variables, e.g., wind
speed, wind direction, significant wave height, etc., are suffi-
ciently wide to account for a large portion of the uncertainty.

Although our analysis has explored a large parametric
space of drivers governing ocean wave attenuation in the
MIZ, the effect of some quantities has not been considered.
Most important to this study are ice thickness, floe size and
ice type. It is well established that these properties of the ice
cover are difficult to measure and there are no reliable
remote sensing data products easily accessible that would
allow us to perform an analysis of the type done in section 4.
There is evidence from both modeling (e.g., Montiel et al.
2016; Boutin et al. 2018; Meylan et al. 2021) and observa-
tional (e.g., Horvat et al. 2020; Rogers et al. 2021) work that
suggest sea ice properties play a key role in determining
wave attenuation regimes. Sea ice thickness, floe size, and
ice type were visually estimated during the PIPERS pro-
gram at the time and place of each buoy deployment follow-
ing the ASPeCt protocol. Although we have looked at these
data, the sample size was too small and the ice conditions
recorded were too homogeneous at deployment, so that no
meaningful correlation analysis could be performed.
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6. Conclusions

We analyze ocean wave attenuation rates as a function of
wave period collected in the autumn/winter Ross Sea mar-
ginal ice zone using in situ wave buoys data during the 2017
PIPERS cruise. Two deployments (four and nine buoys,
respectively) at different times and locations were conducted.
This is the largest in situ observational program of this type to
date in the Southern Ocean, during which a range of ice, wave
and wind conditions were observed. This allows us to attempt
formulating relationships between wave attenuation rates and
its physical drivers. Similarly to several recent observational
studies, we find evidence of a consistent power-law relation-
ship a = CT2b between wave attenuation rates a and wave
period T. This relationship is limited in terms of spectral
range, however, as a result of the high noise-to-signal ratio in
the wave spectra at both short and long wave periods. In these
two extreme regimes, a spurious rollover effect in the a(T)
relationship emerges, as demonstrated by Thomson et al.
(2021). After filtering out this effect, we attempt to quantify
the extent to which ice, wave, and wind physical drivers influ-
ence the a(T) power-law relationship. Our main findings are
summarized as follows.

1) Three physical drivers emerge as key variables affecting
the a(T) relationship, i.e., ice concentration c, mean wave
period Tm and wind direction ỹ. In particular, as either
concentration or mean period increases, the power-law
parameter b decreases from approximately 3 to values
less than 2.

2) Beyond the expected positive correlation between ice con-
centration and mean wave period, three clusters of wave
attenuation rates naturally appear in the (c, Tm) plane,
corresponding to three regimes of ice/wave conditions.
(i) Regime 1 is characterized by low ice concentration,

small mean wave periods and large waves (mean
SWH Hs . 3 m), corresponding to a nonhomogene-
ous ice cover in the MIZ within a few tens of kilo-
meters of the ice edge, and mainly attenuates small-
period waves (up to 10 s) with power-law parameter
b ≈ 3. This is the low-pass filtering effect of the MIZ
often discussed in the literature and is likely to be
mostly due to wave scattering by ice floes.

(ii) Regime 2 is distinguished by midrange ice concentra-
tion and mean wave period values, and calm wave con-
ditions with average SWH Hs ≈ 0.5 m. In this regime,
waves attenuate over a broad spectral range with atten-
uation rates governed by a power-law with power b ≈ 2.
It is likely that both dissipative and scattering processes
cause the observed attenuation in this regime.

(iii) Regime 3 corresponds to ice conditions with very
high concentration, deeper into the MIZ (dedge .

100 km), likely to be nearly continuous ice. Wave
conditions are very calm (with SWH Hs , 0.5), with
spectra mainly composed of long-period waves (T .

10 s), so that all shorter-period waves have been fil-
tered out closer to the ice edge. In this regime the
power-law describing attenuation rates has parameter

b , 2, and dissipative processes are likely to be the
dominant effects causing the attenuation.

3) Wind direction affects the magnitude of the attenuation
coefficient, as southerly dominant winds consistently shift
upward a values at all wave periods (i.e., C increases),
while northerly dominant winds consistently shift those
values downward (i.e., C decreases).

Our findings suggest that simple, catch-all parameteriza-
tions of the attenuation coefficient a in spectral wave models,
e.g., WW3, are unlikely to perform well given the wide range
of wave, ice and wind conditions encountered in the MIZ,
especially in the Southern Ocean. Remote sensing estimates
of attenuation rates captured over two years in the Southern
Ocean reveal a can span three to four orders of magnitude
(Stopa et al. 2018), suggesting a strong influence of multiple
oceanic, ice, and atmospheric physical drivers. Future model
developments should take into account these dependencies
and acknowledge the large uncertainty in model predictions
given the large uncertainty in the physical drivers causing the
observed ice-induced wave attenuation.

Our analysis also demonstrates important limitations in
extracting attenuation data from pairs of wave buoy spectra.
Most important is the lack of knowledge of wave direction-
ality, which generates significant uncertainty in the esti-
mated attenuation coefficient. Although the model inversion
approach used by Rogers et al. (2016, 2021) partly circum-
vents this issue as the forcing directional wave field is simu-
lated directly from wind inputs, it brings up different and not
less important issues. For instance, a constant attenuation rate
is assumed between the ice edge and the wave buoy analyzed,
therefore neglecting the potential variability in ice, wave, and
wind conditions in the system between these points, apart from a
linear scaling by ice concentration, which we have shown here
does not seem to be valid. More importantly, the model itself
makes a number of assumptions about how source terms are
parameterized in the MIZ, which has not been validated.

In conclusion, it is clear that the exercise of parameterizing
ice-induced attenuation is far from being settled. Much more
work is needed to understand the different processes involved,
e.g., wind effects, and the conditions in which they dominate.
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